Approximate Influence Maximization as a Distributed Constraint Optimization Problem

Nathaniel Tucker & Michael Tingley
December 9, 2013

We propose a novel approach for approximately maximizing influence in the independent cascade model. The new model is based on “profit maximization” for selecting initial influencers in a graph, and frames this problem as a distributed constraint optimization problem. We further propose a reduction so that this can be used to approximately solve the canonical $k$-best influencers problem widely used in the literature. Finally, we analyze the performance of this algorithm on a number of different graph structures against the performance of an approximation algorithm for the $k$-best influencers problem.

1 INTRODUCTION

Information dissemination in social networks has been studied in order to determine the flow of information, which in turn can be used to maximize influence on the entire network with only a few initial influencing agents. It is an important problem facing today’s politicians, advertisers, and anyone trying to study how information flows through networks. Traditionally literature will seek to choose the ideal $k$ initial agents to maximize network influence, however approaches can often be an NP-hard problem.\(^1\)

One can easily see two glaring issues with this formulation. We will account for and resolve these issues. First and most importantly, the goal of influence maximization is to choose the best $k$ nodes. While this notion has value and makes academic sense, industry has different values. One is not trying to find the top $k$ nodes, but rather concerned with profit. This is where our notion of a profit maximizing influence maximization comes into play. Second, and stated above, the problem itself is NP-hard, which suggests that it is computationally intractable. We address these two problems with our new proposal.

We consider a variant of this problem, in which the goal is to maximize the profit induced from influencing a number of nodes. Intuitively, the profit is the value earned from influencing nodes minus the cost associated with choosing the initial influencers. Profit is a more intuitive concept and represents the real demands of advertisers in the current market.

To accompany this paradigm shift, we use a series of novel representations and approximation techniques to better capture the dynamics of profit in an influence maximization function. We use a Distributed Constraint

\(^1\) Assuming certain information flow models, Independent Cascade Model being one of them
Network to model the information flow for an influence maximization problem. The graph then undergoes local transformations and local optimization, allowing the entire process to be distributed.

Not only does our approach capture the intuitive notion of profit in influence maximization, but also it realizes this notion in such a way that allows the entire process to be distributed. This creates a more intuitive and computationally tractable framework for influence maximization. That is the motivation behind the paper.

2 BACKGROUND AND RELATED WORK

We will describe our model of influence, the formulation of the problem itself and our new objective function 2.2. We will also discuss our framework for solving the problem and the approximate solvers themselves. The next section will go into the creation of our constraint network and our two created models.

2.1 INFLUENCE ON SOCIAL NETWORKS

Social networks are well-studied constructs that are often used to represent the flow and exchange of information between agents in the network. Thus it is perfectly natural to consider this flow of information, influence, and the potential problem, which is to maximize it. While Kleinberg was the first to propose the concept of influence maximization, it currently takes many forms [5].

Our version of propagation in a social network will be as follows. An opinion of a node is a binary function in \{0,1\}, and initially all nodes have opinion 0. A node is influenced at time step \(t\), if at time step \(t\), its opinion changed to 1. We will now describe three major models of influence that describe a stochastic process in which nodes are influenced to change their opinion. Our model is defined for some finite graph \(G=(V,E)\) and time step \(t \in \mathbb{N}\). \[9\]

The most cited models in literature for the spread of this information are:

- **The Voter Model**: In the voter model we assume the graph has self loops, and for each \(v \in V\) define \(N(v)\) to be the neighbors of \(v\) (including \(v\) itself) and \(d(v) = |N(v)|\). In the voter model at time \(t\), each node \(v\) adopts the opinion its neighbor had at time \(t - 1\) with probability \(1/d(v)\).

- **Independent Cascade**: In this model every edge \((u,v) \in E\) is assigned with some weight \(p_{u,v} \in [0,1]\). At time step \(t\) a node \(u\) adopts the opinion of its neighbor \(v\) with probability \(p_{u,v}\) if and only if \(v\) adopted an opinion at time \(t - 1\).

- **Linear Threshold**: Here every edge also has a weight \(p_{u,v} \in [0,1]\) and in addition every node \(u\) has some threshold \(t_u \in [0,1]\) chosen uniformly at random. A node \(u\) is influenced at time \(t\) if at time step \(t - 1\), \(\sum_{v \in N(u)} p_{u,v} \geq t_u\). In other words, if the total incoming weight exceeds the threshold.

Our paper will specifically focus on **Independent Cascade**. However the crux of the issue is to maximize this influence.

2.1.1 INFLUENCE MAXIMIZATION

Traditional influence maximization is concerned with the question: given a graph \(G=(V,E)\), an influence function \(f: 2^V \to \mathbb{R}_+\) and budget \(k \in \mathbb{N}_+\), find a subset of nodes of size \(k\):

\[
\{v_1, \ldots, v_k\} = S \subseteq V \text{ s.t. } S \in \text{argmax}_{T \subseteq V, |T| \leq k} f(T) \tag{2.1}
\]

Specifically a \(1 - 1/e - \epsilon\) approximation has been derived for the independent cascade already, shown in Algorithm 1.\[6\]

However our approach will consider the question: given a graph \(G=(V,E)\), an influence function \(f: 2^V \to \mathbb{R}_+\), and a cost function \(c: V \to \mathbb{R}_+\), find a set of nodes:
\[ S \subseteq V \text{ s.t. } S \in \text{argmax}_{T} f(T) \sum_{v \in T} c(v) \quad (2.2) \]

We are considering the set of nodes that achieve the highest profit, rather than just highest influence. Thus we will be seeking to maximize this objective function.

### 2.2 Distributed Constraint Networks

Given our model of influence spread and our objective function 2.2, we will now describe the framework for to maximize our function and the optimization tools themselves. We use constraint networks as our framework for the spread of influence. For a more detailed description of constraints see Appendix 8.1.1

#### 2.2.1 Constraint Network

A Constraint Network is defined by the three tuple: \((X, D, C)\), where \(X = \{x_1, \ldots, x_n\}\) is a discrete set of variables, 
\(D = \{D_1, \ldots, D_n\}\) is a unique set of variable domains enumerating all possible values of the corresponding variables.

And \(C = \{C_1, \ldots, C_m\}\) is a set of constraints, where constraints can be of two types: hard and soft. For the purposes of our work, we will consider networks of soft constraints, and binary domains. See appendix section 8.1.2 for discussion on these assumptions.

#### 2.2.2 Distributed Constraint Network

A Distributed Constraint Network can be formally defined by the four tuple \((X, D, C, A)\). Where each refer previously to a Constraint Network in its simpler form, except \(A\). This is the set of agents \(A = \{A_1, \ldots, A_k\}\) where each agent can only control a subset \(X_i \subseteq X\), and each variable is assigned to one agent (injective).

There are in particular a few more stipulations that we have for the agents. Agents can control only the variables that were assigned to them, meaning they can only see these variables and only change these variables. Furthermore, agents can only see the constraints that involve variables that they control. And finally, we will coin the term neighbors, which will be any two agents for which there exists a constraint that depends on variables that they both control. Only neighbors can communicate with each other. This is a Distributed Constraint Network. [10]

Thus our original problem of finding the best influence maximizing nodes on the graph, is translated into the framework of a distributed constraint optimization problem (DCOP).

### 2.3 Distributed Constraint Network Solvers

Here we will describe how we go about solving these DCOP.

In soft Constraint Networks, one faces the problem of constraint optimization problems. The goal is to find the best solution, or to optimize a global function \(F(\bar{a}) = F(\bar{a}) = \sum_i F_i(\bar{a}_i)\) where \(\bar{a} = \{a_1, \ldots, a^n\}\) given that \(a^j \in D^j\). Thus a general constraint optimization problem will seek to maximize:

\[ \bar{a}^* = \text{argmax}_{\bar{a}} \sum_i F_i(\bar{a}_i) \quad (2.3) \]

This is generally the case. We however will be dealing with DCOP. Our setting will involve agents that control only one variable, again without loss of generality. However, we will make the assumption that agents are not self interested, and their one goal is to optimize the global function.

#### 2.3.1 Optimal DCOP Algorithms

Finding an optimal solution for a DCOP is NP-Hard problem. This is most easily seen by reducing the problem to deciding 3-colorability of a graph. However solutions do exist. The solutions are either Search Based or Dynamic
Programing Based. An example search based algorithm would be ADOPT (Asynchronous Distributed OPTimization). And an example of a dynamic solution would be DPOP (Dynamic Programming Optimization Protocol). [1] These solutions are computationally and memory intensive, and for the purposes of this paper we will not focus on them.

2.3.2 Approximate DCOP Algorithms

Again, solving a DCOP is an NP-Hard problem, and often the worst case of the complete methods are prohibitive for practical applications. In these cases, approximate algorithms are preferred.

One often sacrifices the optimality of a given outcome for computational and memory efficiency. These will require very little local computation and communication.

There are two classes of approximate algorithms for addressing DCOP's that the paper will focus on: local Greedy algorithms and Generalized Distributed Law (GDL) based algorithms. [7]

Greedy Approximate DCOP Algorithms: In such a local Greedy algorithm, one begins with a random assignment for all variables. Then based on a series of greedy local moves will seek to optimize the global function. A local move will consist of gathering local information and then changing one or more local variable, local being defined as members of a neighborhood.

The paper focuses on two algorithms of such kind: DSA and MGM. [3]

**DSA**, or the Distributed Stochastic Algorithm, uses the immediate payoff for its target function, and uses the argmax function for a decision rule. As an adjustment schedule, it uses a random schedule, where each agent has some probability \( p \) of actually changing their strategy at any time step. Our implementation of DSA is seen in Algorithm 2.

**MGM**, or Maximum Gain Message, like DSA also uses immediate payoff and argmax function. The algorithms differ by the adjustment schedule. MGM uses a schedule that gives preference to agents that can achieve the greatest gains. MGM is shown in Algorithm 3.

GDL Based Algorithms Generalized Distributive Law (GDL) is a unifying framework to perform inference on graph models. It is a generalized message passing algorithm formed from the synthesis of information theory, digital communications, signal processing, and other works. The GDL algorithm that this paper will focus on is Max-Sum.

**Max-Sum**: This is an iterative message passing algorithm. Agents will continually exchange messages to build up local functions that depend only on variables that they control. Again, Max-Sum can handle larger domains and more than one variable per agent, however we will only describe the binary and single variable domain. We have included a description in Algorithm 4.

The Max-Sum technique is guaranteed to solve the DCOP optimally on acyclic structures, however, if applied to general graphs there is no guarantee. However empirically, despite this lack of convergence max-sum does generally give a good approximation on cyclic graphs. [2]

3 Experimental Design

This section discusses how we have modified Distributed Constraint Networks to approximately solve influence maximization.

3.1 Specification of the Problem

This paper does not (directly) solve the original problem of influence maximization as posed by Kleinberg[5]. It differs in the following ways.
**Expected Influence.** Given a fully connected undirected graph \( G = (V, E) \), and an influence nodes exert on each other \( i_{u,v} \) for all \( v, u \in V \), our model assumes that regardless of the state of node \( w \), \( i_{u,v} \) will remain the same for all \( v, u \neq w \in V \). We go through an example of this phenomena in the Appendix 8.4

**Profit.** In the original influence maximization problem, the task was to choose the \( k \) most influential nodes. In this problem, we are instead solving the problem of influencing such that we maximize a profit, our objective function 2.2. Intuitively, we receive value from influencing nodes, and lose value based on the cost of the nodes that we choose as initial influencers. For an example, please see Appendix 8.5

This approach is different than the one used in much of the comparative influence maximization literature. Much of the literature assumes an \textit{a priori} budget. The goal is to choose the set of maximal influencing nodes under this budget. That problem is analogous to allocating a certain amount of money for advertisement, \textit{and then} trying to choose agents that are effective to advertise to. The present formulation is analogous to spending and receiving money at the same time and always trying to remain in the black.

### 3.2 Distributed Constraint Network Integration

Now that we’ve explored the differences between Kleinberg’s notion of influence maximization and the one being addressed in this paper, we must examine how this problem can be translated into a distributed constraint optimization problem.

In our setup, we want to model nodes as being either selected as initial influencers or not, and so the node variables will be binary. Given this, we’re interested in transforming the input into a Distributed Constraint Network problem that we can approximately solve using standard techniques. There are two kinds of Distributed Constraint Networks that we can immediately adapt the influence maximization problem into: the one-step model and the multi-step model. The one-step model is a simple but computationally very tractable model that only captures a small bit of the network influence problem, while the multi-step model is a more complex model, built off of the one-step model, that much more accurately models the influence maximization problem. The kind of model that we choose determines the definition of our global and constraint functions.

Both models begin with a graph \( G = (V, E) \). Every edge \((u, v) \in E\) is assigned with some weight \( p_{u,v} \in [0, 1] \), which is the known influence that \( u \) and \( v \) have on each other. Each node has a cost \( c_v \) for all \( v \in V \). We will take this formulation and create a constraint network.

#### 3.2.1 One-step Model

The one-step model simply captures the information dissemination after one step of propagation. This model assumes that you only ever have one chance of infecting your neighbors. For this model, an edge with propagation probability \( p_{u,v} \) is worth \( p_{u,v} \) if it is between an activated node and an unactivated node. If it is between two activated nodes, it is worth nothing, since we choose to use these nodes as initial influencers and therefore do not receive benefit from them influencing each other. An edge between two unactivated nodes is obviously worth nothing, since we are unable to influence either of these nodes in this case.

These constraint values model the revenue of the graph, but do not yet model the cost. How do we model the cost? The key insight here is that we can introduce a self-edge on every node. This self-edge represents the cost of turning a node on. Importantly, this cost will materialize only for nodes that are on. For each of these nodes, this cost will represent the cost of turning that node on.

Thus, in this one-step model, we define two different kinds of constraint functions. For each node \( v \) with initial influencer cost \( c_v \), the self-edge constraint function is therefore defined as follows:
For each neighbor \( u \) of node \( v \) with influence transmission likelihood \( p_{u,v} \), we have that the edge constraint function is defined as follows:

\[
f_{u,v} = \begin{cases} 
    u = 0 & u = 1 \\
    v = 0 & 0 \\
    v = 1 & \begin{pmatrix} 0 & 0 & 0 \\
                             & 0 & c_v \\
                             & 0 & p_{u,v} \\
\end{pmatrix} \\
\end{cases}
\]

Note that above, because the graph is undirected, we have used the fact that \( p_{v,u} = p_{u,v} \).

This setup allows us to maximize the profit that we make, because the distributed constraint solver will attempt to find an optimal configuration of nodes that are on such that we maximize profit by turning on highly influential nodes that have lower cost. However, if there is a cluster of highly influential nodes, we would not want to turn all of these nodes on, as turning each successive node on will reduce the value derived from the other activated nodes connected to it.

3.2.2 Multi-step Model

The one-step model is an obvious simplification to the real problem of influence maximization. The one-step model is incapable of modeling the influence that one node has on any node other than its neighbors. The model will preform better than only using the degree of the node, but still lacks needed complexity.

In order to get around this limitation, we realize that we can introduce new edges with associated constraint functions that span beyond the immediate neighbors of a node. Intuitively, for a node \( u \not\in N(v) \), there is some nonzero expected influence \( p_{v,u} \) that \( v \) exerts on \( u \) if and only if there exists a path in the network between \( v \) and \( u \). We wish to introduce a new edge into the graph between \( v \) and \( u \) that exists to model the influence that \( v \) bears on \( u \).

Unfortunately, computing the expected influence that agent \( v \) bears on agent \( u \) is NP-hard. In fact, it is even NP-hard to compute the expected influence that agent \( v \) bears on agent \( u \in N(a) \). This is because the number of paths that exist between \( v \) and \( u \) may be exponential in the graph size when considering that certain intermediary nodes may or may not become infected by \( v \). Thankfully, however, there exists a good stochastic approximation to determine \( p_{v,u} \), the expected influence that initial influencer \( v \) bears on any other agent \( u \) when we allow no other initial influencers. This algorithm simulates a number of independent cascade trials with \( v \) as an initial influencer, and computes the fraction of times that \( u \) is influenced. The full algorithm is presented in the appendix as Algorithm 5. As shown in Kempe 2011, this algorithm can approximate the actual influence of the agent within an arbitrarily small fraction of the actual value a high probability of the time.

With this, for each node, we compute the influence probability that it bears on all other nodes in the graph. For every connected component in the graph, we compute the expected influence that each node in the component exerts on each other node. For agent \( v \), we introduce an edge to agent \( u \in \text{Reachable}(v) \), with the constraint function

\[
f_{v,u} = \begin{cases} 
    u = 0 & u = 1 \\
    v = 0 & 0 \\
    v = 1 & \begin{pmatrix} 0 & 0 \\
                             & p_{v,u} \\
                             & 0 \\
\end{pmatrix} \\
\end{cases}
\]
where $p_{e,a}$ is the expected influence approximated by the above stochastic Sample Influence algorithm, seen in Algorithm 5 in the Appendix. In the multi-step model, we again introduce the self-edges introduced in the one-step model that reflect the costs associated with selecting each agent.

Moreover, the graph in practice need not be fully complete. With an exponential decrease in influence occurring as distance increases, it would be safe to assume that we could localize this edge creation process using message passing in a distributed system. For a more in depth look into this model, see Appendix 8.7. To walk through a process of creating this graph, see Appendix 8.8.

4 COMPARISON WITH EXISTING MODELS

Before discussing the results of our algorithm, it’s worth discussing how its performance can be measured against existing measures of influence maximization in the independent cascade model. Very little of the existing literature discusses this profit-based model, and much is related to the ‘canonical’ problem of selecting the $k$ most influential nodes in the graph. As explained in the Introduction, there is a $(\frac{e-1}{2e})$-approximation algorithm to this problem.

It would be convenient to be able to express the algorithm presented in this paper in terms of the ‘canonical’ influence maximization problem for independent cascade. In order to do this, we consider the output of the algorithm presented in this paper. For a graph with agent costs, this algorithm will return the profit maximizing set of initial influencers — that is, the largest set of influencers that we can select such that our marginal return is greater than our marginal cost (consider our objective function 2.2). Therefore, if this algorithm selects $q$ influencers, these influencers are the $q$ influencers that the algorithm thinks are most influential, given their costs. If all of the agent costs are identical, then this is the set of $q$ influencers that the algorithm thinks are most influential in the graph. Therefore, if we set $k = q$ on a graph with uniform agent costs, we are answering the ‘canonical’ influence maximization problem of selecting the $k$ most influential nodes in the graph.

In fact, we can answer the ‘canonical’ influence maximization problem for any value of $k$. We allow every agent cost to be $\alpha$. By increasing or decreasing $\alpha$, we raise or lower the cost of selecting each agent. As $\alpha$ increases, the number of chosen initial influencers will monotonically decrease in expectation. Therefore, by varying $\alpha$, we can cause this algorithm to select any $k$ desired number of initial influencers.

Once we’ve selected a value of $k$, it’s simple to determine the relative performance of these two algorithms. Simply generate the $k$ influencers from the approximation algorithm and from this distributed constraint optimization algorithm, and then simulate iterations of information dissemination using these two different sets of initial influencers. Averaging over the number of nodes influenced from each initial set of influencers can be used to determine which approach is more effective.

5 RESULTS AND ANALYSIS

We ran our different graph algorithms on different randomly generated graphs with drastically different degree distributions. We generated results on random graphs of sizes 25, 50, 100, and 150 and one well-known real-world social network graph called the “Karate Club Graph”, which had 32 nodes. We would have tried larger graphs, but simulating expected influence took a prohibitive amount of system resources for larger graphs. For each trial and each constraint solver, we used the same graph. We ran all three constraint solvers for 15 steps on each graph for five trials and collected averages of the results.

For each of these graphs, we first generate a graph and transform it using either the single- or multi-step model. We then run the Distributed Stochastic Algorithm, Max Gain Message, or Max Sum constraint solvers with sufficient uniform agent weights to select $\sqrt{n}$ initial influencers in the graph, where $n$ is the graph size.

We now have the initial influencers produced from our constraint solving algorithm, called the experimental influencers. We also produce the baseline influencers, which are the set of influencers derived from the baseline
approximation algorithm. With each of these two sets of influencers, we simulate the influence on the graph until the influence propagation stagnates (i.e., the influence frontier on the graph is empty) for a number of trials equal to the graph size. We take the average influence value on this graph and consider that to be the approximate influence induced on the graph from each set of influencers. We can take the ratio of the experimental influence to the baseline influence to comparatively measure the effectiveness of different algorithms. A value greater than 1 indicates that our algorithm performed better, while a value less than 1 indicates that the baseline approximation algorithm performed better.

We ran this procedure on an Erdos-Renyi graph with node degree 4, a Power Law-distributed graph, a Watts-Strogatz graph with 4 neighbors and rewiring probability of 0.1, and the Karate Club graph. The results from these approaches are displayed in the graphs below.
From these graphs, we observe a few interesting trends. Across all graphs, the single-step models tend to perform worse than the multi-step models. This makes sense, since the single-step models are working over more localized information than the multi-step models. We would expect that this means that the multi-step models would be better able to predict hubs of influence, whereas the single-step models are only doing a little more than choosing nodes with high degree. Nonetheless, the performance of the single-step models is not terrible, which is interesting. This is in accord with our prior observation that influence falls off exponentially with distance, and therefore the local neighborhood of influence is a good proxy for total influence. In scenarios where nailing down the high-scoring influencers isn’t essential, this simpler model may be desirable because of its reduced complexity.

As for the different algorithm types, we observe different results across the different graph types. Overall, max sum tends to do poorly and MGM tends to perform the best. However, there are many scenarios where this phenomenon is reversed. It appears for Erdos-Renyi and Power Law graphs, MGM is a relatively safe bet, as it oftentimes is the best performer, or is close to the best performer. Comparatively, on the Watts-Strogatz model, it performs very poorly, and DSA or Max Sum may be more desirable. This is interesting, because the Watts-Strogatz model is conceptually quite different than the power law or Erdos-Renyi graphs. The Watts-Strogatz graph is con-
structured in a very predictable manner and, compared to the other two graphs, has relatively little randomness in its construction. While it’s difficult to pin down why specifically this may lead to one algorithm outperforming another, it appears that the less structured a model is, the better that MGM performs. An interesting auxiliary observation to this is that the Karate Club graph performs best with MGM. This is likely because the Karate Club graph is a social network, and therefore is structurally similar to the Power Law graph.

Finally, one somewhat limiting point is that most of these algorithms on all of the graphs do not perform as well as the baseline approximation algorithm. Since the baseline approximation algorithm has a tight bound, it cuts its losses, in some sense. Comparatively, we have no bounds on the performance of our algorithms, and so it’s not expected that our algorithms would necessarily perform better than the baseline. It’s worth noting that for the Erdos-Renyi graph type, MGM will often beat or very-closely-match the baseline, and so we believe that it would be a desirable substitute for influence computation on graphs of this type. At a higher level, it’s also worth noting that most of the time, our algorithms produce results that are at least 90% as good as the baseline. Since there are computational benefits to using a distributed constraint solver, this may be a desirable approach in circumstances where a theoretical lower bound on performance is not obligated.

We have also analyzed the relationship between profit and induced influence. Note that for influence maximization, we are concerned with maximizing influence, whereas distributed constraint problems are themselves concerned with maximizing profit. This is an interesting dichotomy, since this relies on profit being a reliable proxy for influence. We have explained previously why, theoretically, this should be the case. The below graphs present data on this matter. For each of the experimentation trials used above, we were able to obtain a profit value from the graph, which is computed directly from the constraint solver, as well as the influence on the graph, which is computed from the nodes chosen by the constrain solver. We have plotted the influence versus profit below for the different trials.

The results here are interesting. We expect profit and expected influence to be positively correlated, since higher
profit should induce higher influence on a graph. This does not appear to be the case, and there instead appears to be very little correlation between these two variables. This may be due to a number of reasons, such as that different graph types may have different profit profiles.

It is important to consider how this could be fixed. Ideally, each constraint function value would be computed by simulating the influence of turning on or off a node in the graph. This would eliminate the need for the ‘profit’ proxy. Unfortunately, simulating graph influence to a reasonable degree of accuracy takes a prohibitively large amount of time, and so this is not possible.

We also looked at how varying the number of constraint solver iterations changed the results of our influence and profit. These results were derived from testing on a Power Law graph of size 50. The computed results are displayed in the plot below.

In this plot, the line colors represent different algorithms, solid lines represent profit at each iteration, and dashed lines represent induced profit. We note that, after the first 10 iterations, profit and influence become essentially uncorrelated. This is encouraging in that it means that our solvers will tend to converge quickly, but discouraging from a theoretical basis. This suggests that profit is a poor proxy for influence, as increasing the number of iterations will increase profit but not influence. This validates the results of the previous set of graphs in confirming that profit may be a poor proxy for influence.

6 Conclusion

We found empirically that using distributed constraint solvers are an effective substitute for the baseline approximation algorithm for approximately computing the optimal initial influencers on an independent cascade model. While our algorithms did not typically perform as good as the baseline approximation algorithm results, they were almost never lower than 90% of the baseline algorithm's results. The key difference between these algorithms, however, is that distributed constraint networks can easily be parallelized using local knowledge, allowing for efficient scalable computation of expected influence on even massive graphs. The baseline approximation algorithm, contrastingly, requires the entire graph to be replicated on a single machine, and is in general a slower algorithm.

It is concerning that the target of our distributed constraint solvers, the profit, does not appear to be strongly correlated with the overall target of our algorithm, the influence. This is likely due to the stochastic nature of the constraint solvers and specific features of different graphs. However, this appears to have relatively little impact on the quality of the algorithm.
7 Future Work

The most pressing of future works is running this in a distributed way. All steps in the process: transformation of the graph (1) and running distributed constraint solvers on the graph (2), can be done in a distributed manner. Thus the next stage in development is testing this claim. We will develop a parallelization of our process and test its tractability on larger graphs: of sizes one million or more.

With this, we can show that the compromised performance can be justified with increased computational tractability.

8 Appendix

8.1 Constraint Network Elaborations

8.1.1 Constraints

Constraints are elements of situations that limit available options and solutions to problems. Constraints by limiting the possible range of solutions, thereby encode information into a system. Thus allowing computationally intractable problems at times to be efficiently solved.

In these problems a set of agents will work together using only local information and message passing in order to jointly achieve a globally optimal solution.

The most natural way to see an example of this behaviour is to consider a scheduling problem, where agents must agree on the time of one or various meetings.

Therefore one can see the global problem of scheduling a company’s meeting for the week, the local problem of when to schedule a department’s meeting (represented as a neighborhood), and of course the individual problem.

The paper, however, will focus on a very limited domain of constraints, specifically stochastic optimization on the most generalizable form of Multi-Agent Constraint Optimization Problems: Distributed Constraint Optimization Problems. Each of these choices sacrifices optimality, and gains computational efficiency. [8]

8.1.2 Soft and Hard Constraints

Hard constraints enumerate all valid joint assignments of all variables in the scope of the constraint. A soft constraint, $C^j_i$ is a functions $F^j_i$, that is defined on the variables $S_i \subset X$ which comprise the scope of the function. Thus we can write $F^j_i = D^i_1 \times ... \times D^i_s \rightarrow \mathbb{R}$ where $s = |S_i|$. Thus one can imagine how we can encode hard constraints in soft constraints, simply by imposing higher costs to certain functions. Thus we will simply care about soft constraints.

8.1.3 Domains in Constraint Networks

As for domains, while we can represent any number of domains in our network, we will focus on binary domains and thus binary constraint networks. The is fully generalizable seeing that every constraint network can be mapped to a binary constraint network.

8.2 Independent Cascade Approximation

**Algorithm 1** Independent Cascade Approximation

1. $S \leftarrow \emptyset$
2. for $i \in \{1,2,...,k\}$ do
3. $v_i \leftarrow$ the node with the “approximately maximal marginal influence” (within a factor of $1 - \epsilon$, achieved with probability $1 - \gamma$), as determined by using a polynomial time sampling procedure done in Algorithm 5
4. $S \leftarrow S \cup \{v_i\}$
5. end for
8.3 APPROXIMATE DCOP ALGORITHMS

Algorithm 2 DSA: Distributed Stochastic Algorithm
1: Initialize each variable, \( x_i \in X \) to random \( d \in D_i \)
2: for Each Activation Step do
3: for Each Agent \( A_i \) do
4: Choose activation probability \( p_i \in [0, 1] \)
5: Generate some random number \( r_i \in [0, 1) \)
6: if \( r_i < p_i \) then
7: Choose new value \( a_i \) such that local gain is maximized
8: \( x_i \leftarrow a_i \)
9: end if
10: end for
11: end for

Algorithm 3 MGM: Maximum Gain Message Algorithm
1: Initialize each variable, \( x_i \in X \) to random \( d \in D_i \)
2: for Each Activation Step do
3: for Each Agent \( A_i \) do
4: Collects Gains and Values from neighbors
5: Choose a values \( a^*_i \) such that local gain, \( g^*_i \), based on current neighbor values is maximized
6: if \( g^*_i \) is greatest in neighborhood then
7: \( x_i \leftarrow a^*_i \)
8: end if
9: end for
10: end for

Algorithm 4 Max-Sum
1: Initialize each variable, \( x_i \in X \) to random \( d \in D_i \)
2: Initialize all messages, \( m_{i \rightarrow j} \), to constant functions
3: for Each Activation Step do
4: for Each Agent \( A_i \) do
5: for Each Agent \( A_j \neq A_i \) do
6: Compose a message:
   \[
   m_{i \rightarrow j}(x_j) = \alpha_{ij} + \max_{x_i} \left( F_{ij}(x_i, x_j) + \sum_{k \in N(i) \neq j} m_{k \rightarrow i}(x_i) \right)
   \]
   Where \( \alpha_{ij} \) is a normalization constant, \( N \) is the neighbor function.
7: end for
8: Compute that local function \( z_i(x_i) \):
   \[
   z_i(x_i) = \sum_{k \in N(i)} m_{k \rightarrow i}(x_i)
   \]
9: Find the argument max value given the local function:
   \[
   x^*_i = \arg \max_{x_i} z_i(x_i)
   \]
10: end for
11: end for

8.4 EXPECTED INFLUENCE

In order to make this problem compatible with Distributed Constraint Networks, we are considering the specific problem of maximizing the expected influence. The general problem posed in Kleinberg involved maximizing
influence in the sense that if we have a graph that looks like the following,
\[
1 - 2 - 3
\]
then if we choose to use agent 1 as an influencer and fail to influence agent 2, then we would be unable to influence agent 3. In our formulation of the problem, we alleviate this constraint, and say that 3 can be influenced by 1 with diminishing returns. For concreteness, let’s say that each edge will materialize with probability 1/2 if one of their vertices is influenced. The revenue in the above model from choosing 1 as an influencer is \( \frac{1}{2}v_2 + \frac{1}{4}v_3 \) (where \( v_i \) is the revenue from the \( i \)th node). Note that maximizing this value is the same as maximizing the expected influence, which is what most modern literature is concerned with, and therefore we feel that this formulation of the problem it not a particularly unfulfilling simplification.

In this formulation, once an agent has been chosen as an initial influencer, revenue is never derived from it. In this way, choosing nodes reduces the amount of revenue available in the graph, and therefore this influence function is submodular.

### 8.5 Profit Maximization

This is much more easily shown by example than explanation. Consider that we have the following graph.

Let’s assume that each node has a cost that is 1 times its number of edges. (Values in this problem are always normalized such that the value of a node that would certainly be influenced is 1.) What would the profit be from using agent 1 as an initial influencer? It would cost 4, but would earn \( 4 \cdot \frac{1}{2} + 4 \cdot \frac{1}{4} = 5 \) (assuming that we did not choose any other agents as initial influencers), and so we would choose it. Now let’s consider this modified version of the above graph.

In this case, choosing agent 1 as an initial influencer would only net a revenue of \( 4 \cdot \frac{1}{2} + 4 \cdot \frac{1}{4} = 3 \), and so we would not choose node 1. Instead, we may consider choosing node 4, which has a cost of 2 but a revenue of \( 2 \cdot \frac{1}{2} + 3 \cdot \frac{1}{4} + 3 \cdot \frac{1}{8} = 2.125 \).

Note that no value is obtained from “influencing” the initial influencer nodes.
Algorithm 5 Sample Influence

1: Input: Graph $G = (V, E)$, with edge probabilities \( p_{u,v} \) for each edge \((u,v) \in E\), target node \( v \), and sample limit \( m \in \mathbb{N} \)
2: for \( i \in \{1, 2, ..., m\} \) do
3: \( E' \leftarrow \emptyset \)
4: for \( e \in E \) do
5: Add \( e \) to \( E' \) with probability \( p_{u,v} \)
6: end for
7: \( r_i \leftarrow \) the number of nodes reachable from \( v \) in \( G' = (V, E') \)
8: end for
9: Return \( \frac{1}{m} \sum_{i=1}^{m} r_i \)

8.7 Multi Step Model

Note that this model assumes that each node influences the graph as an initial influencer independently of the other initial influencers in the graph. Clearly this is not desirable. For instance, consider the following graph:

![Graph 1 - 2 - 3](image)

This algorithm will introduce an edge from agent 1 to agent 3 that represents the nonzero bidirectional influence that these nodes exert on one another. However, if we choose node 2 as an initial influencer, then nodes 1 and 3 exert no influence on one another. Unfortunately, this is a restriction of Distributed Constraint Networks: they are unable to model constraint functions that are dependent on values other than the nodes that they are connecting. However, since influence decays at an exponential rate in the distance from the influencer, we believe the empirical consequence of this shortcoming to be small.

8.8 Sample Transformation

First we will visualize a transformation of the graph. Consider the below graph ??:
It is a power law graph (it could be any graph) with weighted edges and costs for each node encoded on the graph itself. Our first step in our process is to make the graph complete. Below is the complete graph.

Figure 8.1: Original Powerlaw Graph

Figure 8.2: Complete Powerlaw Graph
Here there are edges between each node (as long as they were connected on the original graph). The edges are still weighted and we have shown the new weights with color. The heavier the weights the redder, and the lighter the weights the bluer. We will use this graph to get a feel for how influence moves across the graph. We will make this graph into a constraint network (not visualized) and use constraint solvers to find the optimal nodes in the graph. Below is the DSA graph.

![DSA graph](image)

**Figure 8.3: DSA solved graph**

This is the first solver. This is DSA (Distributed Stochastic Algorithm). The blue nodes are selected and the red are not. There are a lot of very cool properties that we have mentioned in the paper and will fully flush out later. But this is fully generalizable to any graph, edge weight, and cost for nodes. This instead of having a flimsy assumption of wanted to convert all nodes on the graph, instead wants to make a profit (make the greatest profit).
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